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Abstract—Combating the destructive effects of power-fading in fiber-optic systems using direct-detection is the key for increasing the transmission rates and/or reach. Some of the solutions used in the past include additional components, e.g., a dispersion-compensating fiber or an IQ-modulator, which increase the costs of the entire system. Another solution, the compensation of the channel distortions using decision-feedback equalization, is limited to its error-propagation effect. In this paper, we introduce Tomlinson-Harashima precoding for the compensation of power-fading, which allows to use the efficiency of feedback equalization for channels with spectral zeros without the disadvantage of error propagation. In an experimental investigation with different scenarios, including transmission over 25 km up to 100 km of standard single-mode fiber with gross data rates ranging from 56 to 560 Gb/s, we show that Tomlinson-Harashima precoding significantly outperforms decision-feedback equalization in all cases. Using Tomlinson-Harashima precoding, power-fading can be efficiently compensated for using digital signal processing only, keeping the system flexible and at the same time cost-effective.

Index Terms—decision-feedback equalization, direct detection, digital signal processing, optical fiber communications, power-fading, pulse amplitude modulation, Tomlinson-Harashima Precoding.

I. INTRODUCTION

RECENTLY, there exists a growing interest in fiber-optic systems using direct-detection, due to their cost-efficiency compared to systems using coherent detection. Specifically, systems integrating four-symbol pulse-amplitude modulation (PAM-4) and direct-detection are considered as a possible solution for intra and inter data center communications [1]–[3].

Despite the aforementioned cost-efficiency, the performance of such a system is subject to penalties due to the nonlinear behavior of the photo-diode used in direct-detection. The most severe contribution stems from the combination of direct-detection and chromatic dispersion (CD), which leads to a power-fading effect, where the detected signal spectrum can contain spectral zeros, depending on the transmission distance and signal bandwidth [4]. One could overcome this problem using a dispersion-compensating fiber (DCF) at the transmitter or receiver side [2], [3]. However, a DCF increases the costs of the entire system. Moreover, due to its relatively high loss, it may require an additional optical amplification at the receiver, further increasing the costs and reducing the optical signal-to-noise ratio (OSNR) of the system. Another solution is to filter the signal at the receiver side to create a vestigial-side-band signal, as was shown in [5]. Nevertheless, tunability restrictions in low-cost lasers [6] and the use of an arrayed waveguide grating with constant center frequencies and a constant bandwidth may affect the performance of this method, unless an additional tunable optical filter is used. One could choose to eliminate dispersion using complex-valued pre-compensation at the transmitter side [7], which, however, requires the use of a more expensive IQ-modulator. Therefore, combating the effects of power-fading using digital signal processing (DSP) only is of great interest, since the system can be kept flexible and simultaneously cost-effective.

The destructive effect of the spectral zeros cannot be compensated easily using a linear equalizer [8], but could be efficiently eliminated using a decision-feedback equalizer (DFE), as will be explained later on in this paper. Unfortunately, DFE is subject to possible error propagation, and cannot be integrated straight-forward with channel-coding schemes [9]. Alternatively, it is possible to use the Tomlinson-Harashima precoding (THP) scheme, which can eliminate the effect of the spectral zeros as effectively as DFE without suffering from error-propagation, since it is applied at the transmitter side. THP was already investigated for transmission in plastic optical fibers [10], [11]. Very recently, and perhaps in parallel to this work, a first trial on THP for an intensity-modulation/direct-detection system was conducted, allowing the transmission of (gross) 30 Gbd PAM-4 over 30 km of standard single-mode fiber (SSMF) [12]. However,
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II. DIRECT-DETECTION, CHROMATIC-DISPERSION AND POWER-FADING

A block diagram describing a fiber-optic system with direct-detection is shown in Fig. 1, where the lower subfigure is the system’s mathematical description in the equivalent baseband. Clearly, due to the magnitude-square operation of the photo-diode [13], a real-valued unipolar modulation (here PAM-4) is required. Switching from bipolar to unipolar modulation can be easily achieved by adding a dc value to the transmitted signal. The complex envelope of the transmitted signal can be written as

\[ s(t) = \hat{s}(t) + s_{dc}, \]  

where \( \hat{s}(t) \) is the dc-free information signal, corresponding to the original, bipolar sequence, and \( s_{dc} \) is the dc value added to the signal. Assuming no channel distortions, the signal after the photo-diode is

\[ i(t) = s_{dc}^2 + \hat{s}^2(t) + 2s_{dc}\hat{s}(t). \]  

We consider transmission over an SSMF with a low enough launch-power, such that the fiber can be considered as a linear system (considering 1st order dispersion only and neglecting attenuation). In addition, the Mach-Zehnder modulator (MZM) nonlinearities are neglected for the sake of simplicity. Considering now direct-detection, and a real signal \( s(t) \) with a structure as in (1), it can be shown that the photo-current is

\[ i(t) = y_{dc}^2 + \hat{s}(t)^* h_c(t)^2 + 2y_{dc}\hat{s}(t)^* F^{-1}\{ \text{Re}\{H_c(f)}\}, \]  

where \( h_c(t) \) is the inverse Fourier transform of \( H_c(f) \) and

\[ \text{Re}\{H_c(f)\} = \cos\left(2\pi^2 \beta_2 Lf^2\right), \]  

where \( \beta_2 \) is the group velocity parameter in \( s^2/\text{m} \), and \( L \) is the fiber length. The photo-detected signal is the sum of three components. The first two are the dc component, which neither contains information, nor distorts the signal, and a nonlinear interference, also referred to in the literature as inter-modulation distortion [4] or signal-signal beat interference (SSBI) [14], [15]. The third component contains the information signal distorted by a linear system: a cosine function of a quadratic frequency. This is the power-fading effect, which may lead to spectral zeros in the spectrum of the signal. The locations of the spectral zeros on the frequency axis can be calculated by setting the cosine function to zero. The first five spectral zero frequencies for three different fiber lengths are summarized in Table I.

Neglecting the SSBI, the system is linear, and can be therefore represented by means of its frequency response or its impulse response. In order to better understand the system properties, we plotted the magnitude response, impulse response and pole-zero map of a 28 Gbd system for different fiber lengths, namely 15, 50 and 100 km, as shown in Fig. 2. For that purpose, we further assumed that the impulse response of the transmit and receive filter is a sinc function, ideal sampling at the symbol rate, and the removal of the dc component using a dc block as shown previously in Fig. 1. From the magnitude responses (Fig. 2, left), we can clearly see how the number of spectral zeros changes from none to one and

<table>
<thead>
<tr>
<th>Fiber Length [km]</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>15.642</td>
<td>27.093</td>
<td>34.976</td>
<td>41.385</td>
<td>46.926</td>
</tr>
</tbody>
</table>

Note: The gray values denote spectral zeros that are outside of the 28 GHz signal bandwidth in case of a sinc transmit and receive-filter.
three by increasing the transmission distance. In Table I, we have marked in addition the out-of-band spectral zero frequencies for this system in grey. Notice that we have truncated the impulse response to 25 coefficients to allow an easier comparison of the pole-zero maps, where this truncation also fulfills a ratio of at least 30 dB from the maximum coefficient and the outmost coefficient. An observation of the impulse responses shows a symmetric combination of pre- and post-cursor inter-symbol interference (ISI) components. This affects the choice of the equalizer structure, as will be explained later on in Section IV. The pole-zero maps show clearly the zeros on the unit circle, corresponding to the spectral zeros observed in the frequency responses.

III. OSCR AS A CRUCIAL OPTIMIZATION PARAMETER

In the last section, we have neglected the SSBI. In reality, this interference can be reduced by minimizing the OSCR. This action will have a direct effect on the effective OSNR of the system, as will be explained in this section. There were attempts to mitigate the SSBI using its iterative estimation and cancellation [14], [15]. This method, however, increases the complexity of the DSP unit as well as the system delay, and is not considered in this contribution.

The OSCR is defined as the ratio of the power of the information-carrying signal \( P_s \) (the effective power) and carrier power \( P_c \) at the output of the MZM:

\[
\text{OSCR} = \frac{P_s}{P_c}.
\]

It is possible to show [16] that the (effective) signal to nonlinear interference power ratio (SIR\(_{\text{NL}}\)) at the receiver is

\[
\text{SIR}_{\text{NL}} \propto \frac{1}{\text{OSCR}},
\]

i.e. by reducing the OSCR we can mitigate the effects of the unwanted nonlinear contribution.

Let us observe now the effect of this action on the effective OSNR, i.e. the OSNR with respect to the information-carrying signal. The optical power at the output of the MZM is

\[
P^*_t = P_n + P^*_r.
\]

Using the definition of the OSCR, the effective power can be expressed as:

\[
P^*_t = P_n \frac{\text{OSCR}}{1 + \text{OSCR}},
\]

assuming an additive white Gaussian noise with a power \( P_n \) right after the MZM (e.g. using noise loading in a back-to-back scenario), the effective OSNR can be determined:

\[
\text{OSNR}_{\text{eff}} = \frac{P^*_t}{P^*_n} = \frac{P^*_n \text{OSCR}}{P^*_n 1 + \text{OSCR}} = \text{OSNR} - \frac{\text{OSCR}}{1 + \text{OSCR}}.
\]

Notice that the OSNR in (9) assumes a reference bandwidth equal to the signal bandwidth. It differs from the conventionally used OSNR, which is measured with a 0.1 nm reference bandwidth, by a constant factor that depends on the signal bandwidth. The conventional OSNR is denoted in this paper as \( \text{OSNR}_{\text{0.1}} \). For low OSCR values, the relation in (9) can be approximated as follows:

\[
\text{OSNR}_{\text{eff}} \Big|_{\text{OSCR} \ll 1} \approx \text{OSNR} \cdot \text{OSCR}.
\]

Observing (6) and (10), there exists a trade-off between the amount of nonlinear mitigation and noise in the system. As an
outcome, the OSCR has to be optimized in order to maximize the system performance. This optimization parameter can be adjusted by varying the MZM’s bias voltage \( v_b \) and/or the peak-to-peak voltage of the driving signal \( v_{pp} \) [17]. An example for such an optimization is given in Fig. 3, in case of transmission of 28 GBd over 25 km of SSMF, a zero roll-off and a compensation with an error-propagation free DFE (this hypothetical variant of the DFE will be clarified in the next section). In the left subfigure the bit-error ratio (BER) is plotted vs. the OSCR; altogether 11 curves for different OSNR values from 20 dB to 40 dB. By locating the minimum point (and hence the optimum) in each curve, one can differentiate between the regime dominated by noise (to the left of the minimum) and the regime dominated by SSBI (to the right of the minimum). The OSCR values that minimize the BER for each OSNR value were mapped to the graph in the right subfigure. As expected, for low OSNR, the OSCR has to be kept high to allow a high OSNR. As the OSNR increases, the OSCR can be further reduced to increase the SIRNL, hence to allow a better compensation of linear ISI with the equalizer.

IV. FFE, DFE AND THP

In order to equalize ISI, we consider the use of either a moving-average (MA) filter or a transversal filter, an autoregressive (AR) filter, or a combination of both, i.e. an autoregressive moving-average (ARMA) filter [18]. The purpose of the equalizer is to alter the system’s transfer function in the \( Z \)-plane such that the total transfer function is (ideally) constant on the unit-circle, i.e. an all-pass filter. An MA filter is an all-zero filter, i.e. it can only add zeros to the channel’s transfer function, where an AR filter is an all-pole filter and therefore can only add poles. In many cases, an MA filter can equalize efficiently for ISI, at the expense of additional noise enhancement. However, what happens if the channel’s transfer function contains zeros very close to or, in worst case, directly on the unit circle (as can be clearly seen in Fig. 2)? In this case, a mere insertion of zeros using an MA filter can neither cancel the spectral zeros, nor efficiently “pull” the system’s magnitude response in the locations affected by a near zero. An AR filter, however, can successfully do so using pole-insertion. In the rest of the paper we consider a feed-forward equalizer (FFE), which corresponds to a linear MA filter, and a DFE or THP, which correspond both to an AR filter. Since an AR filter has a feedback structure, it may become unstable, if its poles are on or outside the unit-circle. In order to allow stability in a bounded-input bounded-output sense, a nonlinear element is inserted in the upper arm of the AR filter. In case of DFE, it is the decision-device. In case of THP, a modulo operation is introduced, confining its output between \([-M, +M]\), where \( M \) is the cardinality of the modulation format (in case of PAM-4, \( M=4 \)) [9]. Because of their structure, DFE and THP can equalize spectral zeros more efficiently than an FFE. Nevertheless, since DFE (or THP) has poorer noise performance in the case the channel impulse response contains pre-cursor components [19] (which is also the case in this work, as can be seen in Fig. 2), the best choice for equalization is a combination of a feed-forward and a feedback structure equalizer. The structure of the different equalizers under investigation is illustrated in Fig. 4. First, we consider the DFE structure in Fig. 4a. A real DFE feeds back the symbol decisions (state 1 in the figure). Feeding wrong symbols due to false decisions may lead to error-propagation. Assuming that only correct decisions are fed back in the AR filter \( B(z) \) of the DFE, no error-propagation will occur (state 2 in the figure). This so-called error-propagation-free DFE will be used later to determine the lower bound for the system’s BER.

The structure of THP is given in Fig. 4b. Observing the figure, we see that THP requires not only modifications at the transmitter side, but at the receiver side as well, as will be explained later on. Although being closely related to the DFE, THP possesses two different signal properties. The precoded sequence, i.e. the sequence after THP at the transmitter side, is
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Fig. 5. Sequence histograms showing the distribution of difference sequences along a system using THP. (a) PAM-4 pseudo-random data sequence of length 2^20 (a combination of two pseudo-random binary sequences, such that all four symbols are equally distributed). (b) Precoded sequence. (c) Extended data sequence (containing noise and residual ISI). All histograms are distributed over 2000 bins. The minimum and maximum of the modulo 2^M function (–4,+4 in case of PAM-4) are marked with grey dashed lines.

almost independent and identically distributed with a uniform distribution between –M and +M. These values are the minimum and maximum of the modulo 2^M function used in the upper arm of the THP. The approximation of the sequence as uniformly distributed becomes more exact if the number of signal levels M increases [9]. As a result, the electrical power of the precoded sequence is higher than the electrical power of the data sequence by a factor of M^2/(M^2-1), corresponding to 0.28 dB in case of PAM-4. This power penalty is referred to in the literature as “precoding loss” [9]. Assuming a linear system, the precoding loss is the same in both the electrical and the optical domain. However, since the MZM has a nonlinear cosine characteristic, the precoding loss will vary, depending on the driving voltage: Decreasing the driving voltage will decrease the MZM nonlinearities, and will make the actual precoding loss to converge to the theoretical one. The sequence after the FFE at the receiver side, i.e. after the complete equalization, is not yet the data sequence, but a so-called “extended data sequence” [9], drawn from an extended data set, which has more levels than the data sequence. The size of the extended data set is affected by the power of the channel tap weights and the size of the symbol set M. This sequence is first detected using a slicer designed to detect the extended data sequence and then modulo-decoded back to the original data sequence using an additional modulo operator. In Fig. 5, we illustrate the distributions of the data sequence, the precoded sequence, and the extended data sequence using histograms. As can be seen, the extended data sequence has the size of a PAM-8, where the two outermost symbols from each side should be decoded using the modulo 2^M operation. For a profounder understanding of THP, the reader is referred to [9], [20], [21].

V. SYSTEM SETUP

A schematic of the experimental setup is given in Fig. 6. Starting from the transmitter DSP scheme, a two-dimensional pseudo random de Bruijn sequence of length 2^15 was mapped to PAM-4 symbols. In case of precoding, the data sequence was processed with THP to generate the precoded data sequence (gray sub-block). The sequence was then resampled and shaped with a root raised-cosine (RACOS) filter with a roll-off factor of 0.3, followed by a linear pre-compensation filter to equalize the transmitter distortions originated in the digital-to-analog converter (DAC) and electrical amplifier. The resulting sequence was converted to an analog signal using the Keysight M8196A arbitrary waveform generator (AWG), operating at 84 or 90 Gsamples/s with a vertical resolution of 8 bits (ENOB of about 5.5). A tunable laser (100 kHz linewidth) operating at a wavelength λc = 1549.411 nm and an MZM with a bandwidth of 31.7 GHz and a half-wave switching voltage of Vπ = 4.6 V were used for the optical up-conversion. The analog electrical signal was amplified by 14 dB to allow reaching the maximum peak-to-peak voltage of Vπ, i.e. the MZM’s full driving range. The bias voltage Vb of the MZM was varied between 0.05Vπ and 0.5Vπ, whereas the MZM was driven with a peak-to-peak voltage Vpp ranging from 0.1Vb to 2Vb. The optical band-pass signal was boosted with an Erbium-doped fiber amplifier (EDFA) to 10 dBm to allow a constant OSNR regardless of the choice of bias and/or driving voltage. In case of WDM transmission, four other neighboring channels were generated using four lasers with 100 kHz linewidth and a second MZM with a bandwidth of 25.7 GHz and Vπ = 1.5 V as described.

Fig. 6. Experimental setup. The black blocks and connections represent electrical devices and connections, whereas the red are optical. The numbers inside the DAC block represent the output channels of the real device. The variable N is an integer number and can get the values 1 to 4. In addition, the grey blocks in the DSP schemes are executed only if THP is applied. The measured spectrum in case of 5×28 GBd transmission is given as an inset.
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VI. EXPERIMENTAL RESULTS

Prior to the experimental measurements, we conducted a thorough simulative investigation to obtain the lower bound for the system performance, and more importantly, the optimization maps to be used later-on in the lab for setting the MZM’s bias voltage $v_b$ and the driving peak-to-peak voltage $v_{pp}$. An example of such an optimization map is shown in Fig. 7, where the BER values for each $(v_b, v_{pp})$ pair are illustrated using a colored contour map in case of a 28 Gbd transmission over 25 km of SSMF and equalization with DFE at an OSNR of 32 dB. We have included a contour map of the corresponding OSCR for each $(v_b, v_{pp})$ pair in Fig. 7 as well. One can clearly see the similar direction of the contour lines of both maps in the $v_b$ axis, indicating the relation between the OSCR and the system performance. Moving from lower to higher $v_{pp}$ values,

schematically in Fig. 6. All five channels, spaced 100 GHz apart, were then combined using a FINISAR® wave shaper, such that the investigated channel is the middle channel of the five. We have made all the necessary adjustments such that all channels have the same optical power as well as the same bias voltage and driving voltage relative to $V_c$. A variable optical attenuator (VOA) was used to control the launch-power into the fiber, simultaneously varying the OSNR. The motivation was to keep the launch-power as low as possible for a given OSNR, and thereby to reduce the fiber nonlinearities as much as possible. The signal was then transmitted through an SSMF with a length of 25.2, 50.4, 75.6 or 100.8 km. At the receiver side, the signal (or middle channel in case of WDM) was filtered with an optical filter (a second order Gaussian filter) with a 3 dB bandwidth of 50 GHz, and was then detected with a 50 GHz photo-detector. The power into the photo-diode was kept as high as possible (between 11.5 and 5.5 dBm, depending on the OSNR), since no transimpedance amplifier was used after photo-detection. After detection, the signal was sampled with the Keysight Infiniium DSAZ634A real-time oscilloscope operating at a rate of 160 Gsamples/s with a vertical resolution of 8 bits (ENOB of about 5.5).

The sampled signal was processed off-line according to the Rx DSP schematic given in Fig. 6. After the removal of the dc, the signal was filtered with a root RACOS filter (i.e. a matched filter). Synchronization was applied using cross-correlation with a training sequence to find the beginning of the received sequence, followed by a resampling of the sequence to two samples/symbol. In case of precoding, the sequence was filtered with a root RACOS filter (i.e. a matched filter). Prior to the experimental measurements, we conducted a thorough simulative investigation to obtain the lower bound for the system performance, and more importantly, the optimization maps to be used later-on in the lab for setting the MZM’s bias voltage $v_b$ and the driving peak-to-peak voltage $v_{pp}$. An example of such an optimization map is shown in Fig. 7, where the BER values for each $(v_b, v_{pp})$ pair are illustrated using a colored contour map in case of a 28 Gbd transmission over 25 km of SSMF and equalization with DFE at an OSNR of 32 dB. We have included a contour map of the corresponding OSCR for each $(v_b, v_{pp})$ pair in Fig. 7 as well. One can clearly see the similar direction of the contour lines of both maps in the $v_b$ axis, indicating the relation between the OSCR and the system performance. Moving from lower to higher $v_{pp}$ values,
The green curve (DFE without error propagation) is the lower bound for the equalizers’ performance. The results for single-carrier transmission are illustrated with dashed curves, and the experimental results with solid curves. The markers are the measured BER values.

Fig. 10. Experimental results for a five-channel WDM transmission over 50 km in case of (a) 28 GBd (b) 45 GBd and (c) 56 GBd per channel. The simulation results are plotted as dashed lines, whereas the corresponding to the OSNR values are given as well. The back-to-back (B2B) results are plotted as dashed lines, whereas the measured values are given as round markers, and the solid lines are the spline interpolation of the results. The green curves correspond to a DFE without error-propagation (see Section IV), and are given as a lower bound for the achievable BER. Notice that the simulation model included MZM nonlinearities, but no fiber nonlinearities.

Observing first the simulation results for BER values lower than $10^{-3}$, THP and DFE without error-propagation show similar performance, as expected, for 25 and 50 km. For 75 and 100 km, however, THP shows worse performance than the error-propagation-free DFE by 1 to 2 dB. This could be explained as follows: As the transmission distance increases, the power of the ISI components becomes higher. This results in a larger extended data sequence constellation [9]. The larger the constellation, the more severely it is affected by the signal-spontaneous beat noise, which is the dominant noise contribution in this scenario. Compared with THP or error-propagation-free DFE, the performance degradation of the (real) DFE is clearly visible in all scenarios. This is the result of the error-propagation effect. We observe in general a performance degradation when increasing the transmission distance. As the number of spectral zeros increases, all equalizers need the system to have less SSBI in order to better compensate for the linear ISI. This is achieved, as already explained in Section III, by reducing the OSCR, which in turn reduces the effective OSNR. This reduction is the reason for this degradation.

Examining the experimental results, we can recognize an excellent agreement between the simulation and the measured results, supporting the correct use of the optimization maps. In case of 25 km, THP shows no superiority over DFE at BER values lower than $10^{-3}$. However, around both the hard-decision (HD) and soft-decision (SD) forward error correction (FEC) limits (which are $3.8 \cdot 10^{-3}$ and $2.2 \cdot 10^{-2}$, respectively [22]) a significant OSNR gain of 1.2 dB can be observed. In case of 50 km, THP clearly outperforms the DFE structure, registering an OSNR gain of 3.97 and 5.15 dB at the HD and SD-FEC limits, respectively. The results for 75 km and 100 km show similar OSNR gain values for the THP. However, compared with the 50 km scenario, the fiber nonlinearities are more dominant,
causing the measured curve to diverge from the simulation curve, where in the case of 100 km only the SD-FEC limit can be reached. The rest of the results are summarized in Fig. 9. We plotted the required OSNR$_{0.1}$ to achieve the HD or SD-FEC limit vs. the transmission length for each equalizer structure for all three investigated Baud rates. THP outperforms DFE with OSNR$_{0.1}$ gain ranging from 1.2 up to 7.8 dB.

We repeated the measurements for a five-channel WDM transmission over 50 km SSMF. Here, we aim to examine the performance degradation due to the Kerr effect as we increase the number of channels from one to five, and by that increasing the data rate by five as well. The results given in Fig. 10 show, as expected, similar performance curves as for single-carrier transmission at low OSNR$_{0.1}$ values, whereas the performance degrades earlier with the increasing of the OSNR$_{0.1}$ due to the stronger fiber nonlinearities. THP manages to go at least under the SD-FEC limit for all cases, whereas DFE fails to do so in case of 45 GBd and 56 GBd.

VII. THE ERROR-PROPAGATION EFFECT

As mentioned in the previous sections, THP outperforms DFE due to the error-propagation effect. One can quantify the error-propagation as follows: For a given OSNR, the average length of the error burst caused by a single symbol error due to error propagation is defined as

$$\varepsilon_{\text{EP}}(\text{OSNR}) = \frac{\text{SER}_{\text{EP}}(\text{OSNR})}{\text{SER}_{\text{EPF}}(\text{OSNR})} - 1,$$

where \(\text{SER}_{\text{EP}}\) and \(\text{SER}_{\text{EPF}}\) is the symbol error ratio of a DFE and an error-propagation-free DFE, respectively. Assuming that a single symbol-error leads to a single bit error, one can use the BER values to obtain the same results. For example, in the scenario of 28 GBd over 50 km at an OSNR$_{0.1}$ of 40 dB, the error propagation factor defined in (11) reads

$$\varepsilon_{\text{EP}}(40 \text{ dB}) = \left(8 \times 10^{-3}\right)/\left(1 \times 10^{-3}\right) - 1 = 7.$$

The actual error burst length depends on the state of the DFE filter \(B(z)\), i.e. on the combination of symbols inside the DFE’s shift register at the time the error has occurred. Some symbol combinations could lead to an extreme destructive interference, causing a long error burst, whereas some result in a constructive interference, causing a rather short error burst. Some examples for possible error burst lengths are given in Fig. 11, showing the symbol error distribution over a discrete-time span of 5000 symbols (upper subfigure). Four areas of interest, where symbol errors have occurred, are marked from ‘a’ to ‘d’, and are enlarged and illustrated separately, labeled with the corresponding letter. In the enlarged areas of interest, each bar corresponds to a single symbol. The correct symbol decisions marked as white bars, the green bars are symbol errors for an error-propagation-free DFE, and the red bars are the additional errors due to error propagation as red bars.

Fig. 11. Symbol error distribution vs. the sequence discrete-time index. The upper subfigure shows the error distribution over a sequence window of 5000 symbols. The four different discrete-time windows labeled from ‘a’ to ‘d’, which contain the symbol errors, are enlarged and illustrated separately, and are marked with the corresponding window letters. The correct symbols are illustrated as white bars, the symbol errors of an error-propagation-free DFE as green bars, and the additional errors due to error-propagation as red bars.

VIII. CONCLUSION

In this contribution, we experimentally demonstrated the use of THP as a flexible and cost-effective solution for equalization of power-fading caused by the combination of chromatic dispersion and direct detection. THP was compared with DFE for transmission of gross data rates from 56 to 112 Gb/s over up to 100 km of SSMF for a single-carrier transmission. THP’s error-propagation-free equalization was shown to outperform DFE, showing an OSNR gain ranging from 1.2 dB to 7.8 dB, depending on the target BER. The same behavior was observed in a five-channel WDM transmission trial over 50 km, yielding a gross data rate of 280 to 560 Gb/s. The great advantage of THP over DFE was confirmed again in the scenarios with high launch-power: THP managed to successfully transmit 5×45 GBd and 5×56 GBd over 50 km, whereas DFE couldn’t reach even the SD-FEC limit, due to the fiber’s Kerr-effect nonlinearities. To the best of the authors’ knowledge, this is the first time THP was successfully used to achieve these data rates and reach for an intensity-modulation/direct-detection system. Furthermore, the importance of OSCR optimization on the performance of the entire system was explained mathematically and proven experimentally. In addition, the error-propagation effect, the main reason for THP’s advantage over DFE, was discussed and characterized, and was illustrated for a given scenario.
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